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What mathematical knowledge do teachers need to successfully work with students, and how do we know when they have it? Over the past several years, the first part of this question has been the subject of extensive reports, research, policy initiatives and, often, debate. The second part of this question has also seen increasing treatment by the testing and scholarly community, as researchers have developed open-ended, interview, and multiple-choice assessments of mathematical knowledge for teaching. However, none of these methods is satisfactory in one critical way, in that none can actually measure the quality of the mathematics in actual classroom instruction. Teachers’ performance on pencil-and-paper assessments (or oral interview tasks) may or may not correlate with what they can actually do with real-life content, materials, and students. Yet observational studies, which have historically been used to study the nature of mathematical knowledge used in classrooms, have not to date been designed to provide reliable estimates for large numbers of individual teachers.

Because of a growing need among researchers to study changes in the mathematical quality of teachers’ practice, we argue for an observation-based instrument that can quantify the quality of the mathematics in instruction. By quality of mathematics in instruction, we mean the extent of key mathematical characteristics in a lesson, including accurate use of mathematical language, the avoidance of mathematical errors or oversights, the provision of mathematical explanations when warranted, the connection of classroom work to important mathematical ideas, and the work of ensuring all students access to mathematics. We argue that this constellation of lesson characteristics is one key—and by far the most important—indicator of an individual’s mathematical knowledge for teaching. We also argue this instrument needs to be largely distinct from measures of teachers’ pedagogical choices, a frequent focus of observational rubrics; rather than measuring alignment with “reform” teaching, in other words, a measure is needed that quantifies the quality of the mathematics appearing in instruction, whatever the teaching method.

In this paper, we describe our efforts to develop such a rubric. These efforts began as an attempt to validate pencil-and-paper measures of teachers’ mathematical knowledge for teaching (MKT) (LMT, 2006); teachers who completed our pencil-and-paper MKT measures would be videotaped, those videotaped lessons “graded,” and the scores on both instruments correlated. To “grade” the videotapes, however, we needed a detailed rubric mapping how mathematical knowledge for teaching might appear in practice, as teachers worked with curriculum and students. This effort quickly became a measures development project in its own right, as well as fertile ground for exploring and naming new elements of MKT.

This technical report is intended mainly for potential users of the instrument, to introduce this audience to our theoretical foundation, codes, and procedures. We begin with a review of past and contemporary uses of observation to understand teachers’ knowledge, including a description of our needs in this arena. We discuss our specific codes and coding protocol, the development of our instrument, and suggest some directions for analysis. We review our early findings, then consider issues related to the adoption and use of this instrument in different locations.

**Assessing Teachers’ Mathematical Knowledge via Observation: A Brief Overview**

Observation of classroom teaching has been fruitfully used for over two decades to explore the territory of mathematical knowledge for teaching. Beginning in 1985, when Lee Shulman and
colleagues proposed that teachers need not only knowledge of content itself but also pedagogical content knowledge, scholars and other observers have been engaged in using observational techniques to uncover aspects of that knowledge.

Early observational research shared some common elements. Researchers typically collected tens, if not hundreds, of hours of observations or videotapes; however, most published research typically focused on a tiny fraction of the data, often even just a few minutes. Analysis was primarily qualitative, as opposed to quantitative, with researchers using methods and coding systems tailored specifically to the mathematical topics and questions at hand. And scholars typically combined observational records with other sources of data to gain insight into mathematical knowledge for teaching.

One classic example of research in this tradition is Leinhardt and Smith's (1985) study of expertise in mathematics instruction. To explore the relationship between teacher behavior and subject matter knowledge, the authors studied eight teachers intensively, collecting three months of observational field notes from their mathematics lessons, 10 hours of videotaped lessons, interviews on the videotaped lesson and other topics, and teacher performance on a card sort task. They used the observations of instruction to construct a measure, ranking teachers' knowledge as high, medium, or low based on "in-class discussions over 3 years and by considering their presentations and explanations as well as their errors" (p. 251). This strategy—sorting teachers by their actual in-class mathematical performance—is rare in the literature, and, unfortunately, not well explicated in their published work. The authors then examined teachers' knowledge in light of performance on interview tasks, and examined three teachers' teaching of fractions in much more depth by intensive description of single lessons on simplifying fractions. This method—thick description—would prove a mainstay in exploring mathematical knowledge for teaching.

Borko, Eisenhart et al. (1992) provides another example of the observational method for measuring teachers' knowledge of mathematics. In it, the authors focused on a few minutes in the course of an hour-long review lesson, moments in which a student teacher was asked by a student to explain the division of fractions algorithm. Audiotapes of the lesson enhanced field notes taken by live observers, and allowed the construction of a dependent variable of sorts: an assessment of this teacher's capacity to provide a conceptually based justification for the standard algorithm. The authors noted that, in practice, this teacher's mathematical knowledge of division of fractions was poor; she used a concrete model when in fact such models are not in general good models for explaining why this particular algorithm works, and her model represented multiplication, not division. The authors then used data from interviews, her performance on open-ended mathematics problems, and records from this teacher's preservice education program to explain her in-class performance.

Sherin (1996), Thompson & Thompson (1994), and others have conducted similar studies. An important feature of much of this early work was to explore the nature of teachers' mathematical knowledge. However, as scholars and policy-makers began to suspect that not all teachers had strong mathematical knowledge, interest increased in studies of how teachers might learn this content area, and how such knowledge related to other characteristics such as certification, coursework, and student achievement. Some studies required measures of teachers' mathematical knowledge that could be used at scale—that is, instruments that could be used across hundreds or thousands of teachers at multiple time points. Many of these studies have designed multiple-choice instruments for this use. However, other studies working with smaller samples of teachers could clearly benefit from an instrument with more face validity, but one
that also returns reliable measures of knowledge for multiple teachers, occasions, and data collection sites.

Our project, *Learning Mathematics for Teaching*, is one such study. We investigate the mathematical knowledge needed for teaching, and how such knowledge develops as a result of experience and professional learning. As part of that work, we write, pilot, and analyze multiple choice items that reflect real mathematics tasks teachers face in classrooms. These measures are different from conventional mathematics tests in that they not only assess whether teachers can solve the problems they directly teach children, but also how they work through some of the mathematical tasks unique to teaching — for instance, assessing student work, representing numbers and operations, and explaining common mathematical rules or procedures (Ball & Bass, 2003; Ball, Hill & Bass, 2005). Assessments composed of such tasks are used to measure the effectiveness of professional development intended to improve teachers’ mathematical knowledge.

However, few would agree that teachers’ performance on a pencil-and-paper mathematics assessment necessarily predicts their in-class performance. Many have critiqued multiple-choice measures such as ours on the premise that no test cast in a multiple choice format could measure a complex and judgment-laden practice such as teaching (Berliner, 2005). In a 2002 issue of *English Education*, nearly all articles railed against the very idea of standardized testing for teachers:

> Virtually all of the criticisms leveled against testing in schools also apply to the quick and dirty attempt to demand accountability in testing teachers. Timed tests given to children are really evaluating speed rather than thoughtfulness, and the same is true when they're given to adults. Multiple choice tests and contrived open response items are not meaningful ways of assessing how much students understand, and neither are they particularly effective in telling us how well educators can educate. (Kohn, quoted in Appelman and Thompson, 2002, p. 96.)

To be sure, very little work has been done examining the predictive validity of many current teacher tests—or said another way, how well tests like the Praxis or NES predict how well a teacher will teach, or how much growth she will foster in her students. Because we found ourselves interested in whether and how teachers’ performance on our own multiple-choice assessment related to these things, we designed our validation work around these questions. We found that student performance was related to MKT as assessed by our pencil-and-paper measures (Hill, Rowan, & Ball, 2005). Next, we began a study to understand how teachers’ pencil-and-paper assessment performance would relate to classroom performance. Our initial goal was to “correlate” teachers’ pencil-and-paper scores with the mathematical aspects of their actual classroom teaching in order validate our multiple choice measure of MKT.

Our literature review revealed that in the past several years, several standardized protocols for observing the characteristics of mathematics instruction (or videotaped records of instruction) have emerged. Leaving aside instruments that focus solely on the pedagogical aspects of teaching mathematics—i.e., the degree to which students work in groups, work on extended investigations, or answer questions—two seemed plausible for our use: the *Reformed Teaching Observation Protocol* (RTOP; Sawada & Pilburn, 2000) and *Inside the Classroom Observation and Analytic Protocol* (Horizon Research, 2000). Both instruments ask for ratings of the extent to which content is presented accurately. Both ask whether the content presented to students is

---

1 INTASC and NBPTS also have elementary-level rubrics for scoring teacher portfolios entries (which include video). See Porter, Youngs & Odden (2001) for more information.
mathematically interesting and worthwhile. And both ask about some elements of what some consider “rich” instruction—the use of representations, explanations, and abstractions, for instance. As such, these instruments contain elements that some might employ to measure the quality of the mathematics in instruction, or the accuracy of content, richness of representation and explanation, and connectedness of classroom tasks to mathematical principles. From this measure of knowledge use in particular lessons, one might infer the teacher’s grasp of mathematical knowledge for teaching.

RTOP and Horizon’s instruments, however, both embed the ratings of teacher knowledge in larger scales intended to measure the extent to which classroom instruction aligns with the National Council for Teachers of Mathematics standards. These two instruments are designed, as per their materials, to measure the quality of mathematics instruction, including the richness and correctness of mathematical content and the way material is conveyed to students (e.g., presence of collaborative learning approaches, investigations, higher order questions, student reflection). In these packages, no direct measure of teacher’s mathematical knowledge in practice is available; instead, teacher knowledge is estimated as a component of how mathematical material is presented to students. The RTOP and Horizon instruments are also designed for rating both science and mathematics lessons, which limits the specificity with which they can ask about particular mathematical practices.

In our review of the literature and instruments, we could locate no observational measures that focused solely on the teachers’ knowledge as it is used in classroom instruction; we therefore began work on our own. Building measures that would quantify actual classroom teaching turned out, as we would find, to be an intensive measures-development project of its own. Below, we orient the reader to the final shape our codes took, provide some background on their development, and supply an example of using a selection of codes to assess a videotaped lesson segment.

The MQI Instrument

Our instrument is intended to capture a range of teacher work with mathematical content, curriculum materials, and students. It consists of 83 codes grouped into five sections, and an accompanying glossary that provides overall instructions and details on each code. The five sections are:

- Section I: Instructional formats and content
- Section II: Knowledge of mathematical terrain of enacted lesson
- Section III: Use of mathematics with students
- Section IV: Mathematical features of the curriculum and the teacher’s guide
- Section V: Use of mathematics to teach equitably

In choosing these five sections, we hoped to record not only the mathematical quality of the lesson (sections II, III, and V), but also provide information on factors that might affect mathematical quality, including particularly the mathematical content (section I) and curriculum materials with which teachers were working (section IV). We provide more detail on each section below.

Section I records the instructional format and content focus for each segment of the lesson. The instructional format code indicates the configuration of the class during this portion of the lesson, such as whether the class is working as a whole group or if students are working individually. We also note the mathematical content (e.g., number concepts, geometry, or probability) worked on in the segment—both major and minor topics. For example, in a certain
segment, students might be finding the perimeter of polygons with decimal number side lengths. In this case, we would code for both geometry and operations. Section I also captures the instructional intent of each segment: review, warm up, or going over homework; introducing the major task of the lesson; student work time; or synthesis or closure.

By themselves, the Section I codes do not reveal much about the mathematical knowledge held by a teacher. However, we found that these codes were necessary in order to make interpretations and judgments about other codes. For example, imagine a second grade lesson where the students are using base ten blocks to solve addition problems. In an introductory lesson, you might expect detailed discussion of how to use the base ten blocks to model the problem as well as explicit links between the materials and the written symbols. However, in a review lesson, you might expect the pace to be quicker, perhaps without a detailed explanation of how to set up the problems with blocks.

Section II codes the teacher’s knowledge of the mathematics entailed in the lesson as revealed by its enactment. Two of the codes track on the teacher’s use of language—the use of mathematical vocabulary and the general way that mathematical ideas are presented. Another set of codes in this section captures the examples and models used to represent mathematical concepts. For instance, do the examples develop the mathematics of the lesson? Are the manipulatives used appropriate models of the content? Does the teacher make explicit links between representations to highlight significant mathematical features? Does she make mathematical errors? Section II also includes three codes intended to capture different degrees of mathematical explanation: description, explanation, and justification. We expand on this in the following section. Finally, there is a global code used to record the coders’ impression of the teacher’s level of mathematical knowledge. Overall, this section is designed to capture the teacher’s understanding of the content being taught and the mathematical resources used during the lesson.

Section III examines how the teacher uses mathematical understandings and resources with students. “With students” is the main distinction between Section II and Section III codes. For example, Section II captures whether the lesson segment included mathematically appropriate explanations, but does not consider who gives the explanation. Section III, on the other hand, captures whether the teacher creates opportunities for students to provide mathematical explanations, and whether students’ efforts to explain are adequately scaffolded. Other codes look at how the teacher responds to students’ comments, questions, ideas, or errors. For example, does the teacher correctly interpret the student’s mathematical thinking, or does the response distort the mathematics or miss the point? Section III codes also include the recording of the mathematical work of the lesson and delivery of the mathematical tasks students will be working on. With these codes, we do capture some elements of teachers’ pedagogical choices. However, we argue that these codes are, by and large, agnostic with regard to many current debates in mathematics education; they are intended to capture whether a teacher can work smartly both with mathematical content and students, not whether she is engaging students in a particular set of mathematical practices.

Section IV addresses the content, accuracy, and supportiveness of the lesson’s curriculum materials. Our interest in curriculum materials arose from our observation that teachers were using materials, often of varying quality, in different ways. One teacher may offer more mathematical explanations or representations, for instance, because her curriculum materials support the use of such things. Or, what seems to be a teacher’s mathematical error may stem from the set of curriculum materials she uses. In our final instrument we have two types of curriculum codes. The first set focuses on the curriculum’s mathematical quality by assessing it
based on the codes in Section II: conventional notation, technical language, general language, and so forth. The second set asks whether the materials offer guidance for teachers on the mathematical point of the lesson: the choice/benefits of notation, language, examples and representations; details on how to work with models and representations; how students might react to the mathematics; and how to check for understanding and improve equity.

Section V captures the ways a teacher uses mathematical knowledge to teach equitably. The first code in this section consists of a two-part evaluation of any real-world problems or examples used in the segment. If a real-world context is not present, the coder marks A1 (not present). If a real-world context is present, the next step is to determine whether it is sensitive or insensitive to students' background experiences. Finally, the mathematical appropriateness of the context is evaluated: is it mathematically appropriate for the lesson's goals, or does it significantly complicate or distort the mathematics? A number of the codes in this section capture a teacher's explicitness—about the work the students are supposed to be doing, about the meaning and use of mathematical language, about ways of reasoning, and about mathematical practices. Many authors (e.g., Ladson-Billings, 1995) argue that such explicitness levels the playing field, providing instruction in these mathematical features to children who may not have been exposed to them in non-school settings. Other codes look at the opportunities students have to learn and participate in the lesson. For example, is the instructional time spent on mathematics rather than on administrative or other concerns? Are students given opportunities to work autonomously? Does the classroom support a range of competencies and support multiple forms of mathematical contributions?

Developing the Coding Rubric: Sample and Methods

In this section, we provide information about the sample of teachers participating in our study, our data collection efforts, and the development of the coding rubric itself. By describing our sample of teachers, we hope to provide some information on the range of teachers and teaching that helped inform our code development. By explicating the development of the codes in detail, we hope to provide potential users with a history of our work and thinking about this instrument.

Sample and Recording of Practice

We recruited ten teachers to participate in our video study based on their commitment to attend professional development workshops and to participate in our study. As such, this is a convenience sample—but one that we hoped would represent a wide range of mathematical knowledge for teaching. Our teachers taught various grades from 2nd to 6th, although the 6th grade teacher was moved to 8th grade in the second year of taping. Seven of the teachers taught in districts serving families from a wide range of social, economic, and cultural backgrounds, including many non-native English speakers. For example, one elementary school within one district enrolled students speaking over 50 different languages. The three other teachers taught in the same school in a small, upper-class, primarily Caucasian district.

Teachers were taped three times in the spring of 2003 prior to a week-long mathematics-intensive professional development\(^2\), three times in the fall of 2003, and three times again the following spring of 2004. The professional development offered five additional days of follow-up sessions in the fall of 2003. Because these teachers had all registered early for the professional

\(^2\) Teachers attended Mathematics Professional Development Institutes in California. For more details, see Hill & Ball, 2004.
development, they might be considered unusually motivated to improve their mathematics teaching, however their scores on our measures reflect a large range (22nd to 99th percentile) in their mathematical knowledge for teaching at the beginning of the professional development.

The videotaping was done by LessonLab using high-quality professional equipment, including a separate microphone for the teacher, boom microphone for the students, and a custom-designed stand that allowed for fluid movement of the camera around the classroom. Following every lesson, teachers were interviewed about the lesson and these interviews were also videotaped. All videotapes were then transcribed by LessonLab. Following the first wave of videotaping, we realized that having copies of the curriculum the teachers used in preparing the lessons would be an important resource for analysis, so for Waves 2 and 3, curriculum materials were collected from the teachers for each of the lessons. Finally, teachers completed our pencil-and-paper measures at the beginning of the study and, for the most part, after their participation in professional development.

Developing Our Codes
The broader work of our research project seeks to identify the mathematical knowledge teachers draw upon and use during instruction, and to develop methods for accurately reporting teachers’ grasp of this knowledge. Both these goals were present in developing our coding rubric. Once the first wave of videotape data became available, we began systematically listing elements in mathematical knowledge for teaching, and designing a system for “grading” particular lessons on each element. In the former task, we worked primarily from three sources: our experiences with teaching and with studying teaching and teacher education; the videotapes themselves, which we watched in small segments to help us build the codes; and the existing literature that investigates mathematical knowledge for teaching. Below, we describe three phases of our efforts to develop codes: first efforts that focused on mapping the terrain; second efforts that used literature to support existing codes that emerged in the initial design, as well as suggested additional codes; and a final phase where we refined codes and developed the glossary of standard procedures and definitions. Throughout this process of video code development, as well as the actual coding, we were “blind” to teachers’ scores on our pencil-and-paper measures; though we were using their tapes to help understand the nature of mathematical knowledge for teaching and to design our coding system, we did not want their performance on our measures to influence our coding scheme or appraisal of their work.

Mapping the terrain. We had three initial goals for coding: 1) to track on mathematical knowledge that appears in teaching, including agility or fluency in its use; 2) to watch for places where the teachers encounter mathematical difficulties; and 3) to develop knowledge of the mathematical issues and problems that arise in teaching. As this suggests, we wanted our codes to reflect positive uses of mathematical knowledge as well as difficulties or mistakes. We began this work by watching short segments of videotapes, reflecting on how teachers’ mathematical knowledge appeared in the lessons, then discussing how our ideas might be translated into codes. After our first few meetings, we developed four main categories of codes corresponding to the following questions:

- What is the teacher’s command of the mathematical terrain of this lesson?
- How does the teacher know and use mathematical knowledge in dealing with students?
- How does the teacher know and use mathematical knowledge in using the curriculum?
- How does the teacher know and use mathematical knowledge for teaching equitably?

These four categories remained constant throughout, and are now the foundation for Sections II-V.
Within these broad categories, we sought to identify finer-grain elements in mathematical knowledge for teaching. Watching the videotapes suggested categories less often described in the existing literature. In some lessons, teachers evidenced considerable skill in choosing and sequencing numbers, examples, or cases to scaffold student learning. Our viewings also suggested that teachers vary in how they attend to, interpret, and handle their students’ oral and written productions (e.g., students’ questions in class, difficulties and confusions, innovative ideas). Examining the set of lessons also hinted that teachers vary in their ability to make connections between classroom work (following a procedure; using manipulatives) and the mathematical idea or procedure the work was meant to illustrate. Each of these initial codes was originally measured using a five-point Likert scale.

Our initial codes were revised as we attempted to use them to code more video records of teaching. The process of watching these videotapes revealed nuances and even new categories. For instance, early in our work it became apparent that teachers’ treatment of mathematical language was a probable indicator of their knowledge of mathematics and a major aspect of the overall mathematical quality of a lesson. Some teachers were skillful in using mathematical language precisely, while others used less mathematically precise language, such as mis-pronouncing key terms or employing incorrect, incomplete or inaccurate language. Thus we designed a code to reflect whether teachers’ “use of mathematical terminology and mathematical notation, when used, was accurate and clear.” But this code proved problematic in nearly every lesson the group watched together. In some lessons, teachers primarily used non-mathematical terms to convey mathematical ideas, with different levels of skill; one teacher, for instance, taught an entire lesson on estimation without actually using this term. In many other places, teachers used mathematical terms correctly but seemed lost when trying to explain a mathematical idea or procedure to children using everyday language. And in still other places, teachers failed to differentiate between everyday and mathematical meanings for particular words (e.g., edge). This observation led us to break the language code into two:

a) Technical language (mathematical terms and concepts): Use of mathematical terms, such as “angle,” “equation,” “perimeter,” and “capacity.” Appropriate use of terms includes care in distinguishing everyday meanings different from their mathematical meanings. When the focus is on a particular term or definition, code errors in spelling, pronunciation, or grammar related to that term as present-inappropriate.

b) General language for expressing mathematical ideas (overall care and precision with language): Code general language including analogies, metaphors, and stories used to convey mathematical concepts. Appropriate use of language includes sensitive use of everyday terms when used in mathematical ways (e.g., borrow).

A similar evolution took place within another category that we anticipated being important to ascertaining teachers’ mathematical knowledge in teaching: the presence of mathematical description, explanation, and justification. Defining the boundaries between these three elements of instruction, however, proved difficult. Our research team included research mathematicians, former elementary teachers, mathematics educators, and those with no formal mathematical or education background. What some saw as description, others saw as explanation—and what was seen depended, in many ways, on prior experience. A pivotal shift in coding these elements came as a result of one project member sharing an example. This project researcher explained the difference by using an example of subtraction with regrouping:
In the context of this example, mathematical description simply meant the recounting of the steps involved in subtraction with regrouping—cross out the 3, write 13, cross out the 6 and write 5. Subtract 8 from 13 to get 5.... More generally, we determined that descriptions do not address the meaning or reason for these steps. Mathematical explanations give mathematical meaning to ideas or procedures. In this example, the teacher (or student) might explain that the crossing-out process is really a way of re-writing the 63 as 50 and 13 ones. Re-writing in this way allows one to subtract the ones and tens column without using negative numbers. Finally, mathematical justification includes deductive reasoning about why a procedure works or why something is true or valid in general. Here, the teacher might help students determine whether this algorithm can be used to subtract any two multi-digit whole numbers where trading is required. Our codes reflected this distinction:

h) Mathematical descriptions (of steps): Teacher’s directing of mathematical descriptions (by self or co-produced with students) provides clear characterizations of the steps of a mathematical procedure or a process (e.g., a word problem). Does not necessarily address the meaning or reason for these steps. Code I for incomplete or unclear attempts.

i) Mathematical explanations—giving mathematical meaning to ideas or procedures: Teacher’s directing of explanations (by self or co-produced with students) includes attention to the meaning of steps or ideas. Does not necessarily provide mathematical justification. Code I for incomplete or unclear attempts.

j) Mathematical justifications: Teacher’s directing of explanations (by self or co-produced with students) include deductive reasoning about why a procedure works or why something is true or valid in general.

The second phase of our work involved checking our emergent coding scheme vis-à-vis the existing literature on mathematical knowledge for teaching. In a series of meetings, research staff studied selected readings with an eye towards developing new codes and revising and refining existing codes. For example, a reading of the literature around language and equity (Section V) led us to make important additions to our language codes. Mediating between students’ and disciplinary language is an important element of teachers’ instructional work (Pimm, 1987). Teachers’ use of language, in particular mathematical terminology and meaning, is an essential resource for their students’ learning of mathematics. Ladson-Billings (1995) argues that teachers must not assume that all children come equipped with the same

---

3 Another example can help clarify. Teachers often teach a standard procedure for simplifying fractions—for example, to simply a fraction (such as 24/36), divide the numerator and denominator by their greatest common factor (in this case, divide both the 24 and the 36 by 12 to get 2/3). This is a mathematical description of steps; it tells you what to do, but doesn’t elaborate the meaning behind the steps or provide any justification of its validity. A mathematical explanation would include a discussion of why the procedure works—that when dividing the numerator and denominator by their greatest common factor, you are, in fact, dividing by a convenient form of 1 (in this case, 12/12), and therefore not changing the value of the fraction. Still another example: In solving equations, teachers and students often make statements such as “you do the same thing to both sides.” This would be marked as mathematical description. To rise to the level of explanation, this statement would need to include some sense for why this occurs – because the quantities on both sides are equal.
understandings of mathematical language; being explicit about the meaning for terms is a key component of leveling the playing field. Thus, as described by Ball, Masters-Goffney, and Bass (2005) equitable teaching includes being sensitively careful at the interface between mathematical and everyday language. This sentiment is expressed in the code V-c, “explicit talk about the meaning and use of mathematical language.”

During the process of evaluating how reliably we could apply the codes to specific lesson segments, the need for a detailed glossary became apparent. Thus, each code is accompanied by a description of the specific practices being analyzed. The glossary language was refined and revised over the course of a year for accuracy and usability.

Developing a protocol for coding and record-keeping. One of the first decisions we made during our coding trials was to determine the length of the lesson segments we would code. We quickly decided that it did not make sense to code an entire lesson at one time, primarily because the values each code took could vary across different parts of the lesson. For example, one of our codes is “development of mathematical elements of the work” and we found that some lessons had segments where the teacher was developing the mathematics of the lesson, but also had segments where the lesson got off track. It was also difficult to hold the entire lesson in mind while coding. We then tried coding only 10-minute segments, but still found it difficult to hold the entire 10 minutes in mind—and even here there were examples of codes that took multiple values even in this shorter time period. We decided that 5 minutes was a comfortable amount of time for coding, and we divided all the lessons into “clips” of approximately this length, making sure not to break the lesson at an odd place, such as the middle of a teacher or student “turn” (i.e., completed thought). While we coded in 5-minute segments, however, we planned to conduct analyses by aggregating codes to the lesson level, then to the teacher level. Thus our ultimate score would be a teacher-level, rather than lesson-level or segment-level score.

Even after breaking the lessons into 5-minute segments, we ran into difficulty designing a method for recording our observations. Initially, we used a Likert scale coding for each. However, the Likert scale required too many subtle distinctions to reach reliability on codes like “mathematical explanations” and “technical language.” We shifted to coding based on whether the actions indicated by the code were “present” (P) or “not present” (NP). We realized, however, that this missed two important aspects we were trying to code in sections II, III and IV: whether elements that were present were also acceptable, mathematically, or whether they contained flaws or errors; and whether elements that were absent should have occurred in order for instruction to reasonably proceed. For example, there are times when there is no need for the teacher to record the mathematical work of the lesson, such as when the teacher is handing out materials or reviewing previous work. There are other times, such as when students are analyzing data they have collected, that is essential that the work is public and available for all to see. To capture this difference, we added an additional component of “appropriate” (A) and “inappropriate” (I) to the “present” (P) and “not present” (NP) coding options for sections II, III and IV. This created four possible options for the codes in tables: Present and appropriate (P-A), present and inappropriate (P-I), not present and appropriate (NP-A), and not present and inappropriate (NP-I):

---

4 The division of video for coding purposes is a difficult issue. Ideally, one would want “natural” units of instruction – a piece of the lesson that would make sense in its entirety. However, such units might be very long, and it is difficult to come to agreement on what such a unit might be for any given lesson. We elected to use 5-minute segments, and designed our codes to work at this level of analysis.

5 We imported our videos into iMovie, in which we could divide them into roughly 5-minute clips.
Fig. 1 below shows a coding decision tree that represents our thought process. Because we did not want to over-impose our views of “good” mathematics instruction, the glossary noted that a clip should only be coded NP-I "where the element's absence significantly hinders or obscures the mathematics, or significantly limits students' access to the mathematics in the moment" (LMT, 2005, p. 3). In this way, we hoped coders would not hold each segment to a gold standard of what should have happened for instruction to be ideal, but a more reasonable standard.

Selection of correct manipulatives, and other visual and concrete models to represent mathematical ideas

- **Present**
  - Appropriate (P-A)
  - Inappropriate (P-I)
- **Not Present**
  - Appropriate (NP-A)
  - Inappropriate (NP-I)

Once we had settled the codes and method for recording the codes, we turned to trying to achieve inter-rater reliability. Our research project is composed of individuals with a variety of backgrounds and expertise; while generally beneficial, this became problematic during our reliability trials. Different persons were able to "see" different things in the lessons, and held different standards for when a mathematical element was considered present or appropriate. To address this problem, we decided to code in pairs, so that there was a broader range of expertise brought to the coding of any given clip. We developed a protocol wherein random pairs were assigned to code each lesson. In order to get a sense of the mathematics and its development, coders watched the entire lesson before beginning coding. Then, each coder coded the lesson clip by clip. When necessary, coders could reference transcripts, interviews, and for many of the lessons, curriculum materials. Coders then met and reconciled their codes before making their record permanent. Much of the time coders agreed and only needed to discuss a small number of codes for which they had initially differed. We conducted several rounds of trial coding by pairs as we finalized the codes and glossary. At the end of this

---

6 Alternatively, we could have assigned coders based on differences in background and expertise.
process, an official interrater reliability check (using the codes produced by pairs as the unit of analysis) computed the final rates of agreement by code and by table. Agreement ranged between 65 to 100% for individual codes and averaged 89 to 90% for entire tables (II, III, and V). Finally, coders wrote a short synopsis of the lesson and its mathematical strengths and weaknesses for our records.

Coding of the 90 lessons took place in pairs over a period of roughly six months. Curriculum materials were independently coded by an individual whose scholarly research focuses on teacher learning from curriculum materials. Intercoder reliability was not computed.

**Examples of Selected Codes in Use**

To further elaborate our codes and illustrate how they can be used to capture teacher knowledge in use, we will share episodes from two different lessons. One lesson is from a second grade class and the other from fourth grade; both lessons took place in the spring, at the end of the school year. In each lesson, students were using spinners to investigate concepts in probability. We first give a brief description of each of lesson, and then explain how our language and explanation codes capture aspects of each lesson.

In the second grade lesson, students worked with spinners that were divided into equal-sized segments (e.g., circles marked off into thirds, fourths, or sevenths). After making sure that all students in a group had a different type of spinner, the teacher (Teacher S) directed students to each color in one of the fractional sections of their spinner. Teacher S explained the experiment, demonstrating how to record a tally for “yes” if the spinner landed on the colored segment, and “no” if the spinner landed on any of the white segments. The teacher then told the class to begin working individually, spinning and recording their own data. As the students worked, the teacher circulated among the students, answering questions and helping students. Once everyone had recorded the outcomes of their 10 spins, the teacher had students take turns holding up their spinners and sharing their results (e.g., 8 noes and 2 yeses; or 1 yes and 8 noes). Teacher S then asked the students to color in two additional segments on their spinner (i.e., three segments would now be colored) and repeat the experiment. The lesson concluded with the teacher asking students to raise their hands if they got certain results in their second experiment, such as if they had three or more yeses, and then asked the class what they had learned from this work.

At the beginning of the fourth grade lesson, the teacher (Teacher F) distributed spinners to the class and reviewed their use. The spinners were divided into three sections—labeled 1, 2, and 3—with Sections 1 and 2 each taking one-fourth of the spinner’s area, and Section 3 the remaining half:

![Spinner diagram]

In the first experiment conducted during this lesson, the students spun their spinners and recorded the outcomes on their graph. They continued spinning and recording outcomes until one of the numbers reached the top of their graph. Before beginning the experiment, Teacher F introduced the term “outcomes” and asked students to make written predictions in response to the following questions:
1. When you spin the spinner, is any number more likely to come up than any other number? Why do you think so?
2. What do you think the entire graph will look like when one number reaches the top of the paper?

After students posted their results, the class discussed their predictions and outcomes, and students offered explanations for why they thought 3 would be the most likely outcome. Near the end of the lesson, the class began a second experiment involving the sum of two spins that would be concluded in the next day’s lesson.

**Mathematical Language Codes**

Three of our codes capture a teacher’s use of mathematical language during a lesson: *technical language* and *general language for expressing mathematical ideas* in Section II, and *explicit talk about the meaning and use of mathematical language* in Section V. *Technical language* reflects a teacher’s use of mathematical terms, and *general language* focuses on the teacher’s overall care and precision in discussing mathematics. *Explicitness* goes beyond just using terms and language, requiring a sort of “meta-discussion” about mathematical language—for example, defining terms, discussing how to use notation or the meaning of symbols, or pointing out specific labels or names. Examples of some these different types of language use can be seen in the following segment from the fourth grade probability lesson:

Teacher F: In spinning the spinner, what are the possible numbers the spinner could land on when spinning it? What are the possible numbers? Razi?
Razi: 1, 2 and 3?
Teacher F: Okay. 1, 2, and 3. Any other possible numbers?
Razi: No.
Teacher F: Yeah, okay, that’s it. You know what those numbers are called? There’s a name for those numbers. They’re called “outcomes.” Okay? The possible results of an experiment are called “outcomes.” So how many outcomes does your spinner have?
Students: Three.
Teacher F: Okay. Your spinner has three outcomes. Those are all of the possibilities that exist for spinning the spinner and predicting which number it’s gonna land on.

In this exchange, the teacher correctly used “outcomes,” a mathematical term, to name the possible results of an experiment. We would, therefore, code “present and appropriate” (P-A) for *technical language*. Furthermore, the teacher did not just use the term “outcome” correctly; she explicitly discussed its definition and asked students to use it to describe a particular spinner. In addition, though not visible in the transcript above, after introducing the term, the teacher displayed a poster on the chalkboard that listed the term “outcome” with its definition. Thus, for this segment, we would also code “present” for *explicit talk about the meaning and use of mathematical language*.

This explicitness about language can be contrasted with an example from later in the same lesson where the fourth grade teacher also correctly used the term “outcome” in her introduction of the second experiment, but did not explicitly discuss its meaning or use:

Teacher F: Who can share with me? What are the possible sums that we could get? What are the possible outcomes or sums that we could get by adding two spins together? Zack?

We would code this use of “outcome” as “present and appropriate” for *technical language*, but as “not present” for *explicitness*.
Teachers, however, do not always use mathematical terms precisely. Consider the following example from the second grade lesson. The class had already completed the first spinner experiment, in which one section of their spinners was colored. Teacher S then directed the students to color in two additional sections, “Okay. Let’s do this. Everybody color in two more squares. Color in two more squares.” We would code this example as “present and inappropriate” (P-I) for technical language. The term “square” is a mathematical term that is present in the episode. However, the sections of the spinners are not squares; therefore the use of the term is inappropriate. Although one instance of an inappropriately used term is enough to warrant a (P-I), this teacher inaccurately refers to the sectors as “squares” a total of five times throughout the segment.

Present and appropriate (P-A) for general language is more difficult to demonstrate with a small segment of transcript. For a clip to be coded as (P-A), the teacher must discuss mathematical ideas carefully and precisely throughout the entire five minutes. However, like technical language, one instance of sloppy or imprecise general language results in a (P-I). In a different lesson, for instance, a third grade teacher had students weigh different objects from their desk (pencils, erasers) on a pan balance, using blocks as counterweights. Throughout, her description of the point of the lesson and actual mathematical task was garbled, as in this excerpt from the end of the lesson:

Okay. Stop. All right. Huh, the lesson today was just about practicing weighing something, okay? It’s not like when you get on the scale at home and it goes right to a number. This is actually taking different weights and trying to get it to equal evenly.

In fact, she used the terms “equals out” and “equals evenly” rather than “balance” throughout the lesson. The “different weights” in the last sentence has an unclear referent – is she talking about the blocks used as counterweights, or the different weights of the objects from students’ desk? Although this teacher did not use any technical mathematical language incorrectly, this is a clear instance of poor use of general language to describe mathematical ideas or procedures.

Mathematical Explanation Codes
Section II contains three codes related to explanation: mathematical descriptions, mathematical explanations, and mathematical justification. In addition, Section III captures whether students are involved in the giving of mathematical explanation with two codes: elicits student description and elicits student explanation.

The following excerpt from the fourth grade probability lesson contains examples of mathematical explanation. The class had completed the first spinner experiment, recording outcomes of single spins of the 1-2-3 spinner, and found that 3 was their most frequent outcome. The teacher asked whether their initial predictions matched the class results:

Teacher F: Okay. Well, comments? How many of you predicted number 3 would come up the most often? [Most students raised their hand.] Wow. Who can tell me why? Why you made that prediction? Zack?

Zack: I made that prediction because on the spinner, the 3 has half of the spinner, and 1 and 2 only have a quarter of it.

Teacher F: Okay. So 3 has half the spinner—3 had half the spinner, and then, 1 had one-fourth, and 2 had one-fourth of the spinner. Okay. Anybody else—comments about why you predicted number 3 would come up the most often? Ghadah?

Ghadah: On the spinner, 3 had a bigger shape.
In this episode, the teacher elicited explanations from the students for why they predicted that 3 would be the most frequent outcome of the experiment. We would code this as “present and appropriate” (P-A) for both mathematical explanation and elicits student explanation. If, instead, only the teacher had provided an explanation for why 3 is the most likely outcome, then it would be coded as “present and appropriate” (P-A) for mathematical explanation, but “not present and appropriate” (NP-A) for elicits student explanation.

There are also cases when a teacher elicits student explanation, but the student’s response does not provide sufficient explanation of the meaning of a mathematical idea. This occurred during the second grade lesson. To demonstrate how students were to report the data from their spins, the teacher asked a boy near the front of the class to spin his spinner three times. Each spin landed on a white segment of his spinner, and the teacher recorded three tallies next to “no.” She then asked the class what these results might imply about the student’s spinner:

Teacher S: What's your thought so far? Do you think he has many divisions in his or do you think he has few?
Charles: Many.
Teacher S: Many because of what? Why, Charles?
Charles: There's three noes and zero yeses.
Teacher S: Good boy. Okay. Do you understand what to do? When he lands on the colored, he's going to put a tally on the yes. You land on the color part. If you don't land on a color part, you're gonna put no. Ready? Go.

In asking Charles why he thought there were many divisions, the teacher elicited a student explanation. However, Charles simply restated the results (“There's three noes and zero yeses.”), which is not a mathematical explanation for why those results would imply that the spinner was divided into many segments. The teacher did not scaffold Charles' explanation with further questioning, nor did she provide an explanation of her own. It was instead a non-explanation that was accepted as an explanation. We would code this segment as “not present and appropriate” (NP-A) for mathematical explanation because there was no explanation (NP), and yet we could not make a strong case that an explanation was required at that moment in instruction. However, this segment was coded “present and inappropriate” (P-I) for elicits student explanation because a student explanation was elicited, but not supported.

The conclusion of the second grade lesson provides another example of mathematical explanation, and illustrates one important issue with our coding effort. At the end of this lesson, the teacher asked the students to reflect on the day’s activities and to explain how the spinner experiments related to an earlier probability experiment that involved drawing colored cubes out of socks:

Teacher S: So what did we learn from this? What did we learn from the spinners in relating it also to the socks? What did we- how can we- how could we correlate- how could we figure this- how could we put this together? What can we--?
Lily: The more of the same thing, it's more likely that you'll pick it.
Teacher S: Do you agree with that?
Students: Yeah.
Teacher S: Can you say it any other way? Anybody want to say it differently?
Teacher S: Nicely done, Lily. Good job.

While this is a nice start to an explanation of the mathematical goal of the lesson or to a discussion about probability, the teacher did nothing to probe or help elaborate the student's
observation. She asked the class if anyone else would like to state the idea another way, but when no one raised their hand, she ended the lesson with no further explanation. Although there were no other instances of mathematical explanation during the five-minute segment, we would code this exchange as “present and appropriate” (P-A) for both mathematical explanation and elicits student explanation, because a single instance of explanation is enough to warrant a (P-A) for both of these codes.

The crux of the problem is, as the reader might have guessed, this: when a five-minute segment of video is coded as (P-A) for mathematical explanation, it could represent a single instance of underdeveloped explanation, as in the second grade example above, or it could be the result of a five-minute segment containing multiple, highly detailed explanations—it is impossible to tell from the code alone. Unlike the codes for inappropriate mathematical language, computational errors, and other clearly incorrect moments in instruction, where a single instance led to a code of “inappropriate,” coding positive examples of mathematical knowledge used in instruction led to lengthy group discussions about where to place the “bar.” Does an explanation have to be fully developed before it counts? We imagine that there are readers who would argue that neither the first nor the third example rose to the level of a true mathematical explanation; there are some who would count the first but not the third as an explanation; and there may be some that count both. Coming to agreement on where to place the bar was one important component of our efforts to develop these codes.

As the above examples suggest, we erred on the side of placing the bar low for positive uses of mathematical knowledge for teaching, counting as “explanations” or “justification” lesson segments that barely rose to the glossary definitions for these terms. We expected, however, that the process of aggregating across lesson segments and lessons to arrive at a teacher’s overall “score” would ultimately accurately reflect a teacher’s knowledge in this area, and we were correct. The second grade teacher featured mathematical explanations in only 8% of her clips; the fourth grade teacher featured mathematical explanations in 37% of her clips. This gap would likely persist no matter where we placed the “bar” as long as that bar was consistently applied.

We believe many of our codes will encounter this “bar” problem, and discuss some implications in the conclusion.

**Analysis**

Our initial analysis plans focus on the correlation of teachers’ pencil and paper measure scores with their videotape “scores.” This allows us to examine the predictive validity of the multiple choice measures: Do they in fact predict the mathematical quality of teachers’ classroom work? We are now pursuing three types of analysis.

The first and most complex avenue consists of data reduction along major themes that emerged from watching the tapes. By compressing similar codes into what we now call “meta-codes” and aggregating scores to the lesson and teacher level, we can examine how several major dimensions of mathematics instruction relate to performance on our measures. These dimensions include whether mathematics is taking place during mathematics instruction; the presence of mathematical inaccuracies and errors; whether and how well teachers respond to student thinking and errors; and the presence of “rich” mathematics. This analysis is now under way, and we expect results within a year.
The second avenue compares teachers’ overall lesson and pencil-and-paper scores. Overall lesson scores were assigned by the pair of coders after watching the entire lesson; each lesson was assigned a “low,” “medium,” or “high” score, based on our observation of the mathematical knowledge for teaching displayed in that lesson’s instruction. Averaging these scores for each teacher and comparing with her pencil and paper measure score yields a correlation of .79.

Results from the third analysis are also available. Prior to revealing teachers’ measure scores, the research group rank-ordered teachers based on our overall perceptions of the mathematical knowledge they exhibited in teaching. This rank-ordering turned out to be strongly predictive of their pencil-and-paper measure scores: two teachers were placed exactly correctly, four were off by only one, and no teacher among the four remaining were off by more than three places. The Spearman rank-order correlation between teachers’ projected and actual rank was .79 (p < .01), and the correlation between their projected rank and actual score on the pencil-and-paper measures was -.77 (p < .01). Although a small dataset and analysis, some patterns pose intriguing hypotheses for future research. For instance, teachers in the upper half of the ranking were nearly exactly correctly predicted, while teachers in the lower half of the ranking distribution were more likely to have had their position mis-predicted by the group. This suggests either that our measures are less reliable at the lower end of the distribution of mathematical knowledge for teaching, or that the relationship between mathematical knowledge and mathematics teaching is non-linear—that for teachers below a certain criterion (roughly 2/3 correct on our measure) the lack of mathematics knowledge causes more error-filled, less meaningful instruction, period.

Whatever the case, however, the correlations between teachers’ pencil-and-paper score and videotaped ranking/overall score is quite high. This strengthens our view that the pencil-and-paper assessments capture important knowledge for teaching mathematics, and helps illuminate the ways in which teachers’ mathematical knowledge base can be put to use in classrooms.

Conclusion

In this conclusion, we consider some issues we anticipate will arise as other groups begin to use the measures. Next we consider the dissemination of these codes. One major underlying issue is that the coding rubric itself, and the glossary that goes with it, rely on words to convey meaning. Yet words cannot adequately convey what we mean by a code because of variation in the meaning of terms; what one person views as “explicit talk” about mathematical language or reasoning will be viewed differently by another. How explicit is explicit? Although we constructed a glossary to help alleviate this problem, even casual users will recognize that it is inadequate. Rather, we believe that the extent of intercoder reliability we reached, as a project, was driven in large part by the two years of conversations we had around the development of the instrument itself. We may not all agree on the finer points of “classroom work is connected to mathematical idea or procedure,” but we had all watched the same videotapes—and participated in the same discussions—that provided concrete instantiations of this not happening. By benchmarking lessons in this way, we developed an understanding of how to code videotape that went beyond what we could write down in the glossary or the codes themselves. This understanding cannot easily be transmitted to other research projects without developing training materials.

A related point is that for many codes, where to set the “bar” between appropriate or inappropriate (or present/not present) was a matter of group-developed norms and conventions. We all clearly agreed, for instance, on a few segments where classroom work was not
connected to a mathematical idea or procedure. There were many segments where classroom work was connected. But in between these clearer examples, there was a gray zone—segments where members of the group had legitimate yet different opinions. Resolving these gray zone cases—as we did over lengthy discussions on Monday mornings—allowed us to “set the bar” for many codes. But again, we cannot replicate these discussions in our codes or glossary. As a result, we expect that researchers using these codes will need to spend considerable time going through the same trial codings and discussions before reaching agreement.

Third, we strongly suspect that coders must possess high levels of mathematical knowledge, and knowledge of mathematics for teaching, to code accurately. Even within our group, we found that different individuals “saw” different strengths and weaknesses of teaching based on their background. Our mathematician, Hyman Bass, often pointed out subtle mathematical errors and mis-steps that the rest of the group missed. And our expert mathematics educators often pointed out instructional problems that others (including Hyman) missed. In one example, for instance, one teacher was elegantly explaining the long division algorithm by linking steps in the standard procedure to manipulatives—but switched between the partitive and measurement interpretation of division as she did so. Only one mathematics educator noticed this problem of interpretation, but once she explained her thinking, the group agreed this was a significant problem for the lesson segment. Our intuition is that “training” observers in the knowledge it takes to code these tapes is likely to be of little use; instead, observers with strong knowledge in both these arenas must be found.

We have also seen that the variation in mathematics instruction is immense. Although we feel confident that we have captured some of the major ways mathematical knowledge is used in teaching, there are doubtless others that our codes do not cover. What to do when this arises is one dilemma research projects adopting this measure face.

Finally, this instrument must be adapted for use in real-time classroom situations, where coders do not have the luxury of replaying events, consulting transcripts, or studying curriculum materials. We imagine that adaptation is possible, but would require a reduction in the number of codes in play during any one observation, and a staggered schedule (2 minutes on, 2 minutes off) for observing.
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